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ThlS paper deqcrlbes an 1nvestlgat10n, baqed on the‘ Struc—

- tural Learning ‘Theory (Scandura, 19733 ‘in press), of problem

sequencing. The first step-involved analyzing a set of problems.
‘to determine the knowledge (rules) required for solving the prob-
lems. Here, a set of .sample problems. (geometric .construction-
p;qblems -in. this study) was ahalyzed using a method (Scandura._

-‘Durnin, and Wulfeck, 1974) foryderiving and simplifying rules ‘or.

alogrithms  for solv1ng the problems. Next, assumptlons were

"-y_adopted from the Structural Learning Theofy concerning how sub-

jects Yearn—and—apply rules-to-solve-problems.. A computer. was .
procgrammed according to these . assumptions, and given some of the
simplified rules identified during the previous step, in order to
simulate. some aspects of subjects’ problem solvlng and learning.
Various problem sequences wgre then given to the .program,. to

ddentify. those that were sSolvableé and !learnable." -Finally, for

initial ‘evaluation of the .approach, sequences which were learn=~

“able.for. the program were given to sub jects, . whose performance,
© was compared with -the performance of. subjects glven random or‘
“_learner controlled sequences.

'Ana.lxs.m of Geometric Qg_nsj;x:uci'.mn En.tzlems- :

Scandura.‘Durnzn,kand WUlfeck (1974) develeped. a quaai?r
systematic ‘method for constructing sets of rules underlying suc-
cessful solutlons for ‘problems.*2-: Briefly, it involvess: (n

" sampling and c1a551fy1ng problems to be’ analyzed 1nto groups of_

*I..This paper is ‘based on - sectlons of the author’s . dlsaer?'
tation ‘(Wulfeck, 1975) -conducted under the chairmanship of Dr. J.
M. Scandura. This research was supported in part by a Disserta-~

tion Year -Scholarship. from ,the University of Pennsylvanla, in
. .part by a’ ¢rant from.the (ffice of Computing Services, University:

of Pennsylvanla, and in part by a aant from the Nat10nal Instl—'

- tute ¢f Health to Dr..J;-M. Scandura.

. The. author -is now ‘at. . Cthe Navy' Personnel Research and
Development Center, San- D1ego. CA 92152. The opinions and. asser-
tions contained herein ‘are those of:the wrlter and are not to  be

. ‘construed as off1c1al or: reflectlng the v1ews of the . Navy Depart—

ment.

*2. Theo?eticai foundations underlying‘“fhe ; method of

analysis are given in Scandura- (1973, Chap. 5).
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..Slﬂllar problems, (2) spec1fy1no a rule “for solv1ng each< c13991-"

fied problem; (3) 1d°nt1fy1nq lower order. (component) rules wh1ch

may be -operated upon (e.g. concatenated) to form the solchon/\
rules identified in step 2, and, more 1mportant1y, 1dent1fy1no_

higher order rules which operate.on.the lower order rules to cen=
- erate the solution ruless (4) eliminating the solution rules made
 unnecessary by the introduction of the lower.  and hicher order
‘ruless and (3) testing and) refining the resulting set ‘of rules so
.that solution rules for: all the originally grouped problems,” and

" .new problems from the same. groups, can be cenerated. Requiring
that the resulting set of rules account for problem’ SOlUtlonS ~in.

this. way makes the. analysls "selr—valldatlng "o

o

."

AN

To 111ustrate the method of . analysis, con51der the follow1ng-

two geometrlc constructlon tasks:

(1.) 1ven oo1nt P, -Line L, and Dlstance D, constfuct' n'

circle w1th rad1us D oassino tbrouqh P tancent to L u

(2.) “Given triangle ABC, construct (c1rcumscr1be) A circle
pa951ng through 001nts A B, and C." - :

After spec1fy1ng solutlon rules for these tasks. and others."

lower order rwles involved in. qeneratlng the solutlons were 1den~

’?t1f1ed-

‘RI- Construct a circle w1th a glvpn point as center, auﬂ* a
olvpn dlStanCP as rad1us. (p, d) Rl—> c(p. d), e ‘

R2- Construct a line oarallpl to a olven 11ne ‘at ‘a given

jd1stance from the q1ven 11ne. (1, d) ==R2=> 1i3 (1, d)

R3: Construct thp locus of oolnts (a 11ne) pqu1dlstant from -

‘two 01ven polnts. (p, p’) ==R3=> 1i(p, p”’)
R4: Construct a circlé with a qiven point as’centér. pass-
L o’))

‘From commonalities among solution rules for tasks (1) “and
(2) above, and others, Scandura, Durnin, and Wulfeck (1974) iden-

ing -through another given point. (p, p%) .==R4=> c(p, d(p, .

tified a."two—loci" higher order rule which could ‘operate on
rules 1like "Rl = R4 above to y1e1d solutich rules for tasks (1) -
and (2). The higher order rule. essentially. concatenates rules".

for. constructlng two different loc1, then a rule for constructing
‘the’"goal ficure" from an intersection point {px¥~ of the . loci.
For  tasks (1) and (2), the ouvtput zules are - [RI(p, d) ‘R2(1, d),
Ri(px, d)1, and [R3(a. b), RJ\u, cl, R4(ox, a)l. : o

'Rule'Rl above 1s "ba51c“'enough. so - that it -need not be

further. analyzed. = However, the others (including the higher
—order rule)—can—be-further-analyzed—using the same. ' method. = For

example, ‘rules R2 and- k3, when rp—analyzed were found to be
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generable from ‘the follow1ng lower order rules-

r RS2 Construct a p01nt at a g1ven ‘dlstance'gfronffab'gLNen '
: 11ne._ S o o

-

Ré:s Construct a 001nt equ1dlstant from ‘two 01ven polnts.
ﬁ?: Construct a. 11ne through two g1ven polnts.’

A h1gher order rule which’ concatenates two rules for constructino
points ‘sat15fy1ng the_ same condition. a requ1red ‘lihe must.
. . 'satisfy, then a. rule for constructing the Wgoal f1gure" (the
- line) <can operate on rules 95 - R7 to YIPld rules R2 and. R3 as .
outputs.- : . _

N ' ' The two hlgher order rules "dlscussed 'above ‘can also be
. further analyzed. - Both of them involve concatenatlno twor rules
vhich yield separate elements, then reconcatenat1ng a rule  which .
operates on the separate elements to yield a . 'goal figure" {see .
_ " Wulfeck, 1975, for details of . the j/analysis w1th respect to higher.
» - order rules)' .In.. effect, higher order rules can: themselves be
f ' concatenated u51ng a h1gher order/concatenatlon rules.'_‘

»

. - In extending the geometrlc constructio anayses, the me thod -
of ‘analysis described above was° reapplled "recurs1ve1y" as illus-
“trated. Analysis-continued until rules performable by seventh—.
-arade students were reached. The basic ryles identified included .
lower—order ruleszfor construct1ng a cir ﬁe given the center .andy
rad1us. draw1ng a 1ine or'segment" through two given .points, find="
"ing a poiht of lntersectlon of | 1ntersec 1ng lines or. - circles,
.measuring (setting "~ a .compass ‘'to) .t e distance between given -
points, and choosing arbitrary" oolnts F’ dlstances.” The .basic -
hicher order-rules included "compos1t}on" (concatenate -two rules
when the outout of oné is-a required input of the. second), and
"conJunction" (combine two ;rules yielding individual elements’
into a slngle rule for. construct1ng tWo elements)

“At this polnt. it m1ght appear that to derlve sequences, -one
-‘need only - trace backward through. 5he ‘analysis which. yielded the
basic ‘set.  However, this strategy/ is -insufficient - since (a) -
there are-other sequences than th% reverse of the order in wh1ch
'~ problems were, con51dered.; and (b} there are sequences- ‘which.
include problems» not even con51dered during’ the_,orlglnal
analysis, but. solvable via the 1dqnt1f1ed ‘rules.” In general, -the
competence ana1y51s does not yieid a str1ct h1erarchy from-which
-~ it\is possible to. "read" performa-le sequences. Furthermore, and .
most important,. one cannot ‘make sredictions abou//problem solv1ng
_and learning with “respecf ' to / task sequences without . making
. lexplicit or 1mp11c1t) assumpt;ons about - huma -learning and. per-'
o . formance. = . I i :




j‘a1d in sequence development. -
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Th1s approach to sequernce 1nvest1gat1on ftherefore deoended
upon adoptibn of explicit assumpt1ons concerning SUbJeCtS’ appli-~
cation' and acqu1s1tlon of rules in -problem solving situations.

- The . simplest ‘of ‘several possible rule control.mechanisms (sets of .

problem solving and learning assunpt1ons) proposed by ..Scandura
.(1973) was adopted hegre,."and. 1mp1emented as a computer program.to .

- - Rk : :,"B . .
It 1s assumed that the mechan1sn is qoal d1rected and that

'-'problems are first un1forn1y and correctly 1nterpreted (as a pair

cons1st1ng of given 1nformat1on [S] and aaun1tary goal {GT, not
a ser1es of subgoals). *3 :

. ) .
e . . : <

- Loed
, ~> : ———————— - ———————— : .

S INSERT FIGURE I AB()UT HERE. oL
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Br1ef1y, the program Works as shown 1n F1gure l'l 1) G1ven"a‘

problem situation <S, G> for which at least one Mapplicable' rule .’

1siava11ab1e (in the set of rules available to the .program), one

.. of " ‘these_is. _applied to.S to. _.satisfy G. . In the program, applica-

-_b111ty decisions are made by “matching" spec1f1cat1ons of  'rule

ranges. and - domains -against G and S. . (2) Given a goal situation’

for whlch no appliable.rules are ava1lab1e, then control shifts
"to the h1gher level goal H(G) of’ deriving a rule app11cab1e to

" "the previous" goal., -(3) Given that H(G)-is . satisfied, ‘then any-

-derived. rule is addéd to the set of: ava11able rules. and control
reverts to the prevlous goal HL- G ¥ :

These - éontrol assumptions .are 1ntent1onally neutral with
respect to. other :limitations on .human information processing:
~capacity, memory, .etc. That is, ‘the program -is -built to work

~perfectly with respect to’ ‘dpplicability determ1nat1on, Tule exe-

cution, access of -thé rule set, etc.- Under . these assumptlons,

- the program is . an 1deallzed problem. solver, ‘human subjects, -of

.course, are not. .To limit the: program’s . performance for .simula-

L tion ” purposes (1n .the absence of more formal limiting assump-~ .
‘tions), a goal 11m1t (GLIMIT. in Figure 1) is imposed which con=--

trols  the " hichest. level goal, per problem, the mechanism is

. allowed to attempt *4

-terpreted problem.* While this paper is concerned with the second -
- of thése, no essential" changes- in methods “or aoproach appear -
necessary ‘to treat the first (see. Scandura, 1973; in press). .
. Some "directions in 1nvest1oat1ng 1nterdretat1on of ceometrlc con--"‘

.\\
J

*3. ‘In the Structural Learn1ng Theory, it. 1s assumed that a
presented problem is. adopted as ‘a pair of ordered subcoals, "in-
terpret. the .problem" . (determ1ne its weaning), and. "solve the in- .-

struct1on problems are given in- WUlfeck (1975). o P




The overall: across—problem obefatlbn of the program i%
detailed / in Fiaure - 2. (This part of the prooram is concerned
with problem "book keeplng“ and is- outqlde the thpory )

- i come 8 S e s s

INSERT FIGURE 2 ABOUT HERE

The- prooram is 1n1t1ally glven a set of baqlc rules. this is the

~only. part of the program oec1f1c to:the partlcular content

" domain. When the program is given a list of “problems - to .solve,

“it. attempts problems in turn, discarding.solved problems but

. " . ladding rules derived during these solutions -  to its rule -set.

' Failed problems are retained on .a .list, and .are’later re-

_attemptpd. This continues until .all problems are solved {or

until. the number of falled problems reaches some prespecified"

- failure limit). This process "has the effect " of re~ordering

presented problems into a sequence in which each problem is qolv—

able according to control assumptions and the goal 1limit  con-

straint on its first presentation.- .The program outputs may then’

be. used to discard redundant problems, to-rearrange problems, or _

to add intermediate problemq so that some unsolved problem(s) may~
'become solvablp.,-; : : .

 The hlghest level ooal at wh1ch a- problpm becomeqi solvable
"~ by the program (before gpal reVPr91on) seems to provide a natural.
measure of the "step size" or "difficulty.-ltevel' -of. (between)
'sequenced problems. For ‘example, problems for which a solution’-
‘rule already exists in- the current rule set,.are solvable at the
. initial goal. level- {CG.="1 in Figure 1). Problemq whose solution -
-rules are derivable from rules in the set via a higher oerder rule
-~ in 'the set are. solvable at .the second goal- level (CG = 2), etc.
This.step sizé measure “summarizes (but- is not perfectly
- linearly related to) both the amount of processing problem solu—
~tions entail, ‘and-the_numbe of rules 1involved -in cgenerating
problem solutiens. ~The ceﬁ%ral point- is that there is no fixed a
“priori step size for any problem; the step size is ‘always . . rela—- .
. tive to the knowledge base--the rule set-—existing at the’ time a
',problem is presented. When the.goal limit (GLIMIT in Figure 1)
is set to some number N, this restricts the output sequences of
‘the program to those -in which every problem is solvable at. CG <
‘N§3 sequenced . problems are thus restrlcted to some max1mum step
.size or level of d1ff1cu1ty. ) - . _ _ i : '

' *4 Exten51ons of the" _mechanlsm. de51cned to deal w1th
memory processes, processing: capacity, and other capab111t1es 8f
SUbJeCtS are avallable 1n the Structural Learnlnc Theory. See
Scandura(1973 in press) . .
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: Accord1ng to the above’ d1scue51on, we expect that w1th human

'subJects, both failure frequencies - and solution latenc1es are

- related to: 1ncreasing step- size. Then, 'sequences in "which step‘
sizes. are kept: small ‘should-lead to better overall performance_

than those in whhch step s1ze is uncontrolled.v

Four groups (ten’ seventh-grade subJects_ each) Were civen
different . sequence arrangements of geometric.construCtion.tasks-

Group X1 received a sequence of 20 problems- devised, using the -

-program, .so-that the step size for problems 18 and 20 was three,

for all others, two. Graup X2 received a sequence obtained - from

‘the . first by deleting four problems. According to the projram’

performance, this. increased the- step sizes for problems 9 and 13‘f

to three, and decreased the step . size for problem 18 to. two. .(The
higher order rule for problem 9 derived at CG = 3 was usable on

“ problem .18). -Group .R 'was.given .the original 20 problems. but -
after problem 6, problem order was random. Subjects in group L, -
after problem 6, were-allowed to choose each problem_to attempt .

next *5

°

- Results and’ D1scuss1on.- s

means ~of— subJectslwpercent quccese on - problems _attempted

after problem 6 were: group X1, 85%; - X2, 73%: L, 47%3 and R, 38%:

All differences were s10n1f1cant (p < .05) except X1-X2 -and L=-R.
~Evidently,. sequences der1ved -according to:the program so that

‘step sizes are uniformly small lead to significantly better per-

formance than !do random or learner- controlled sequences. - Aleo,

subjects must have~uied previously derived rules .in . generating

‘solutions to later problems, otherwise all groups would have- per—
formed s1m1larly. " _

ok

D -~ s s gy . S s S o

Co *5 Procedures- SubJects were individually - q1ven problems

.one at a time  (except group L after problem 6% on separate. pages.'g.
~For each problem, the .problem statement ‘was read aloud by the ex-

perimenter, ' given 'elements were: pointed out, relational terms

were explained,. 'and a sketch of the "wal f1gure“'1n required re=.

. lations to given' elements was' drawn. Subjects performed all con— C
structions on’ the- ‘problem pageés. - If a problem . was failed,{ 4 the.;
sub ject was shown a solution rule for it, and was required to ex—
ecute the rule correctly on the problem page. .Subjects - retained.
their problem pages through their sequences for memory support of -
prev1ousJy derived solution ruyies.- Problems 1 -throuch 6 were

used to pretest. subiects prior Knowledge- All subjects were in-

itially given problem 63 no subject "~solved it. Subjects were .
then given problems 1 through 6, and all-: subjects solved problems
] through 6. These results oupported the assumption: ‘that basic -

rules were- at an’ appropr1ate level of detail. . e

\m\ 77.-" o f:.;. } o

4
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X2 were in complpte agreement with pred1ct10ns, from - the Struc—
tural Learning Theory. . The only sinificant differences (in meéan
log solution: times) across Xl ‘and . X2 occurred in predicted direc-
tions on problems 9 (X1<X2), I3 {X1<X2), and 18 (X2<X1).” ‘These

"differences clearly track the step size differences of problems, '

~ and therefore provide- strong additional suppfort for the v1ab111tv

.- of a ooal-switching type of control mechanlsm._ Also,. X2 sub.jects .
" were _evidently able to.retain and use higher. order rules derived

- on. some problems for later problems aven though they were .not-

glven memory support for h1gher order rulee. C o

As expected, a.significant p051t1v9 aseoc1atlon between step'
(O ~'size and frequency of. fajlure occurred over the experiment. ' No
. " subject solved a problem when the step. size " was oreater than,_
2 -three. Perhapq "memory load" aoproacheS'subjects proce<51no
L capac1t1es at step sizes around: thn@e and if 'so, this might pro-
-vide @ “more- aoproorlate constralnt on the program’s performance
-than 51moly imposing-a goal 11m1t *6 . -
_ However, a’ 51on1f1cant stepn size (2 or 3) by sequence condi-
tion  interaction  on. percent success' scores.’also occurred, such -
" that Ly and particularly R subjects performed d1fferent1ally more: .
_ poorly- on. step-size-~three praoblems than did the X1 or. X2 -subt’
jects. While. other. factors (e.q. motivation) - may be 1nvolved.'.
- the XI -and X2 sequences “hayve-a “chaining® property- such that; -
" problems’ solution .rulés are.:often’ derived using  rules from.
recent previous: problemq.: This.was less often the case in the L.
~and R sequences~——ehafn4no_Ls_only irdirectly 'related: to con-
. trolled step. size:. when a relatively small" set‘of“problnms-4s__
- given to the program to be sequenced. the restrictions on goal -
level force a moderate. degree of chaining.- On the other hand, if
.a. larger set of problens, including .many .different- alteﬁnatlve
1ntermed1ate problems betWeen._"oa51c" fand terminal ones, were
) .* -given to the program, controlled steo size ‘Would not necessarlly-_
. . 7 force much chaining. To the extent  the- rule.. *recency".or:
' ﬂlﬂﬁi&llung are involved in subjects’ memorlal processes, it may,
- be’ ‘desirable to-include addltlonal aseunptlons concernlng memory_
-mechanlsmq. R S ' -

_ _ =Ther9 was a falrly w1de range over oroup L subJects of suc— -
' -~ - CESS on chosen oroblems: Some L sub jects had explicit bases for
' //-f) ichoosing. "next' problems, which seemed related to the step. sizes
of ' chosen 'problems, and to success on problems- Threé subjects
- 'who stated 'that they chose on the hacisz wf similarity €of problem.
"‘statement  and display) to previous vroblens. chose chained prob-.
... lems of small step size (most often two).,. and solved about 73% of
S “~these.. However, two. SUb]eCLS,/Wh/)ChOSP “d1551mllar" problems,'

R

L %6 Determlnlno memory load 1nvolvee consaderlng goal levf
els, and numbers of rules involved ‘at different . levels, but. alsé
. the loads imposed by particular  rules during their -execution. -
‘See -Scandura (19733 in press). ©o Coo S :
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never chose’ problems w1th step 51295 ‘as small .as two, and solved :
none of their chosen problems. The remaining SUbJeCtS 1nd1cated '
no particular basis for selection, and salved . about . half their

.chosen problems. These results,-and others (e. g.‘Pask and Scott, ’
1971) suggest. that some subjects may have useful problem selec—

‘tion” ‘skiidls (rules) toward whlch addltlonal research mlght be R

directed,

Pask G. and Scott B. C. b. Learnlng and teacnlno strateq1es 1n'

, transformatlonal skill. - British Journal Qf Malh‘matlg_l and
T Siailﬁllcal Rsychologv, 1971, 24, 203—229. K

Scandura. 30 OM. §LLL££u£§l l_annlng }l=' Ih_QLx and c_sp_ngb
London/New York Gordon and Breach 197-_ :

Scandura, "J. M. Problem SQlMan A 5Lnugtuz_l/nnggass approach -
~with gdugailgnal LleLQaLLQna ‘New Yorks: Academlc Press, in
press. _ ' ' ”' L .
Scandura, J. M., Dornif, J. H. & Hulfeck, W. i, 11 Higher ‘order
rule characterization of heurlstlcs for -compass and stralghtedce_

constructlons in geomeary. AILLILQlﬂl laL_lllggngﬁ,. 1974 5,
.149-183. ol | T

¢

——————Hulfecku—«w __ih__JI__An alQQIthLLQ ﬂngngagb 1o Qurnlgu.umn

construction: Develooment, computer implementation,  and
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